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High-quality data plays a vital role in developing reliable image classification models. Despite that, what makes an image difficult to
classify remains an unstudied topic. This paper provides a first-of-its-kind, model-agnostic characterization of image atypicality based
on human understanding. We consider the setting of image classification “in the wild”, where a large number of unlabeled images
are accessible, and introduce a scalable and effective human computation approach for proactive identification and characterization
of atypical images. Our approach consists of i) an image atypicality identification and characterization task that presents to the
human worker both a local view of visually similar images and a global view of images from the class of interest and ii) an automatic
image sampling method that selects a diverse set of atypical images based on both visual and semantic features. We demonstrate the
effectiveness and cost-efficiency of our approach through controlled crowdsourcing experiments and provide a characterization of
image atypicality based on human annotations of 10K images. We showcase the utility of the identified atypical images by testing
state-of-the-art image classification services against such images and provide an in-depth comparative analysis of the alignment
between human- and machine-perceived image atypicality. Our findings have important implications for developing and deploying
reliable image classification systems.
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1 INTRODUCTION

Data quality is a key factor in the success of image classification systems. Despite their impressive performance, image
classification models remain largely unreliable, especially in situations slightly different from those captured in their
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training phase [1, 13]. As an implication, lack of reliability can lead to negative and sometimes damaging effects,
particularly in critical domains such as transport, finance, or medicine. Among image recognition errors, a specific
type known as unknown unknowns has gained particular interest [2]. Unknown unknowns refer to the images for
which a model is highly confident about its predictions but is wrong. Unknown unknowns are often discovered after
deployment since identifying such errors is challenging due to the overconfidence of the model. Thus, high-quality
test data has become vital for understanding and proactively uncovering vulnerabilities in image classification models,
as partly demonstrated by recent efforts from both academia and industry [29, 37], e.g., the Dynabench platform by
Facebook1 and the CATS4ML data challenge by Google2.

A promise of these efforts is the creation of a feedback loop in the lifecycle of an image classification model, thereby
enabling a never-ending learning scenario where model performance can continuously improve. Existing methods
generally consider both a model-and-human-in-the-loop approach, where human workers identify adversarial instances
that are challenging for certain specific image classification models [2, 20, 24]. Those methods, mainly contributed by
Human Computation studies, are concordant with findings from Computer Vision showing that human visual systems
are more robust than machines [11, 32, 41]. Little work, however, has addressed deeper questions pertaining to i) the
characteristics of images that lead to difficulty in their classification from a human perspective and ii) whether such
human understanding is aligned with the distribution of data that the machine perception is built upon [56].

An instrument that can allow us to gain insights into the difficulty of both human and machine classification of
images is the notion of atypicality [25, 34], defined as “the strength of association between observable properties and
concepts”. From the human perspective, the difficulty in classification has been explained through the difficulty in
recognizing components of the image [3]. When such components deviate from the norm (either due to their unusual
representation, attributes that deviate from our mental models, the unfamiliar context they are presented, or partial or
complete occlusion), we experience difficulty in the image classification task. From the machine learning point of view,
models that fail in image classification generally learn incorrect or spurious associations (or correlations) between an
image class and the components, arising from incompleteness, imbalances, or undesired biases in the data. This has
mainly been found to be due to the under-representation of atypical images in the data [20, 42].

To utilize human understanding for identifying and characterizing atypical images in the context of image classifi-
cation, a straightforward design for such a task would be gathering responses about the atypicality of a given image
from human annotators on a subjective rating scale. However, in the context of image classification, the quality of the
resulting insights would depend not only on the cognitive capability of the human annotators (and their open world
view) but also on their ability to envision the perceived atypical images with respect to the distribution of data. In other
words, the perceived atypical images from the human point of view may not necessarily represent a rare concept that
the classification model has not encountered during the training phase.

Moreover, cost-efficiency represents another important challenge in real-world settings of image classification in
the wild, where stakeholders (e.g., developers and users) have access to a large number of images without knowing
the model performance on such images. In such a setting, reducing the number of images for human annotation is of
critical importance to save human effort and hence cost. This paper, therefore, seeks to answer the following research
questions:

RQ: How to support humans to effectively identify and characterize image atypicality in a cost-efficient manner?

1https://dynabench.org
2https://cats4ml.humancomputation.com
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Given the research question, we developed Perspective, an annotation tool that supports effective and scalable
human computation for proactive identification and characterization of atypical images. Given an image for annotation,
Perspective presents users with both a global view of images in the class of interest – including both random and
visually diverse samples) and a local view of visually similar images in the dataset (possibly from multiple classes)
to support human annotation of atypically. Perspective employs a data sampling method that accounts for both the
atypicality and the redundancy of visual and semantic information in the sampled images, thereby narrowing down
the most likely atypical images that can be passed along for human annotation. Through controlled crowdsourcing
experiments, we demonstrate that our annotation tool can significantly improve worker performance in terms of
accuracy and speed in atypicality annotation and that the sampling method is effective in filtering atypical images for
annotation.

Through several iterations of annotation (including crowd workers) on 10K images, we present a coding scheme
of 20 distinct characterizations of image atypicality, ranging from atypicality with respect to the semantic content
(e.g., unusual objects or objects presented in an unusual context), the visibility of objects (e.g., occlusion), to the image
quality (e.g., resolution and lighting) and formation (e.g., vantage point, out of focus). The coding scheme reveals the
diversity of image atypicality characteristics; particularly, atypical semantic content constitutes the largest category of
image atypicality, indicating the heavy skewness of image atypicality due to the unusual content.

To demonstrate the utility of image atypicality annotation, we test the performance of several vision APIs from
the industry against our identified atypical images. Results show that atypical images present a strong challenge
to state-of-the-art image classification services. To gain a deeper understanding of the alignment between human
and machine perception of atypicality, we further fine-tune several image classification models locally, and manually
compare the model rationales (using interpretable machine learning techniques) with human annotations. Our analysis
shows that model rationales match human-annotated image atypicality to a large extent. This highlights the potential of
Perspective for not only collecting atypical images to expose model errors but also for identifying reasons which have
important implications for developing and deploying reliable image classification models. For example, the identified
atypical images can be used to augment the training data in order to improve model performance; the reasons for
atypicality can also be used to defer atypical images where models are more likely to fail for human takeover in a
hybrid human-AI setting [38, 39].

In summary, we make the following key contributions:

• We introduce a scalable human-in-the-loop framework that orchestrates automatic and human computation
components for efficient and effective identification and characterization of image atypicality.

• We identify 10K atypical images and provide a set of structured characterizations (code schemes) of atypicality
across four atypicality categories: semantic content, object visibility, image quality, and formation.

• We demonstrate the utility of the collected atypical images by testing against state-of-the-art computer vision
models and exposing their weaknesses through atypicality characteristics.

• We provide a set of insights into the need for support for data exploration and navigation in human annotation
and the alignment between human and machine perception of image atypicality.

2 RELATED LITERATURE

We discuss related works pertaining to data quality issues and their implications, and others presenting methods that
tackle concomitant problems from both algorithmic and human computation angles.
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The term “data quality” in the context of machine learning usually refers to the coverage or representativeness of
data distribution in terms of relevant attributes, e.g., demographics [47] and location [40], or to the correctness of the
label [51]. In image classification, it has been found that state-of-the-art models fail when the objects are in strange
positions [1] or even exhibit slight changes in position [36] not captured in the training phase. Such a problem remains
even with big training data. For example, studies have shown that image classification models trained on the ImageNet
dataset exhibit misclassifications consistent with racial stereotypes [47], biases towards textures [10], and limited
generalizability to under-representative geo-locations [40]. Those problems are mainly attributed to the inequality
of representation in the images within concepts, hence atypicality [52]. Technically, the coverage or distributional
representativeness issue in the training data can lead to incomplete models that are prone to generate high-confidence
errors, referred to as unknown unknowns [2, 9, 42]. Due to the high confidence, such errors are hard to detect and
consequently, implying an ever big challenge in high-stakes domains with safety, trust, or ethical requirements.

The problem of data quality has been addressed from different perspectives. A large body of work has focused on
reducing undesired bias through data preprocessing or posing additional regularization in model training or inference
[14, 18]. Work can also be found on calibrating prediction confidence such that model confidence can become a
reliable signal of error risks [27, 48]. Those ideas, while helping to alleviate the issue, are suboptimal by ignoring
underrepresented instances or by trading off accuracy for fairness or confidence. We are, instead, more interested in
methods that augment the data with adversarial instances.

A closely related line of research in machine learning is adversarial training, referring to the class of methods that
automatically generate adversarial instances [6, 49]. The observation mainly drives the idea that human-imperceptible

differences in the processed data can lead to prediction failures. Adversarial training methods are, therefore, often
designed to generate instances similar to existing training instances (with imperceptible differences) while coming with
different ground truth labels. As an implication, those methods cannot “naturally" generate images with significant
deviation from the training data (e.g., recognizable by humans, often due to the different objects or contexts), rendering
them strongly limited in the types of adversarial instances can be generated.

Human-in-the-loop methods have been developed mainly to address model errors. Unlike machines that fully rely
on knowledge explicitly encoded in predefined training data, humans excel at leveraging broad, tacit, and contextual
knowledge in decision-making and justification. Human computation has, therefore, emerged as a new, promising
approach to detecting model errors. A seminal work by Attenberg et al. (2011) proposed to ask humans to gather
publicly accessible instances that are potentially difficult for the model to handle. Lakkaraju et al. (2017) introduce a
data partitioning technique that first organizes the data into multiple partitions based on feature similarity and then
uses an explore-exploit strategy to search for difficult instances across these partitions. An important finding in human
computation studies reveals that model errors often come with internal consistency, making them particularly suitable
to be described by human language building on top of concepts and properties [24].

The potential of human computation is also verified by studies in Computer Vision, where findings have shown that
human visual systems are more robust than machines, especially to distributional shift [11, 32, 41], making humans a
promising computational means to identifying challenging images for machines. Existing human-in-the-loop methods,
however, are specific to address errors of individual models and are hard to generalize to different tasks. Most importantly,
we lack a general understanding of the characteristics of an image which leads to the difficulty in classifying it from the
human perspective. We set out to fill this gap through our work in this paper.

In terms of interface design, several studies show the effectiveness of visual analytics tools in discovering model
errors. For instance, DriftVis by Yang et al. [53] addresses concept drift in data streams, combining a drift detection
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Fig. 1. Workflow of Perspective. Images from a given dataset are fed to the 1) Representation Learning module to obtain image
representations, which are then fed to both the 2) Target Images Sampling module to sample images for annotation and the 3)
Auxiliary Images Sampling module to sample three types of auxiliary images, i.e., representative images of a class, random images of
a class, and visually similar images, to assist the annotation. The selected target image, together with the auxiliary images are sent to
the 4) Atypicality Annotation Interface for human annotation. Note that within Target Images Sampling, images are first filtered
by Diversity Filtering, and then ranked by Atyplicaty Ranking. The top-ranking images are sent to the Auxiliary Images Sampling
module for sampling images visually similar to the target image.

method and a streaming scatterplot visualization. ConceptExplorer byWang et al. [50] detects and analyzes concept drift
in multi-sourced time-series data, with visual detection based on prediction models, drift level index, and consistency
judgment. Yeshchenko et al. [54] presents a system for processing drift detection and visualization in business process
event logs. Chen et al. [7] introduces a visual approach for identifying and explaining out-of-distribution samples that
cause degradation in predictive models. It uses an improved ensemble detection method and a grid-based visualization
with a novel kNN-based layout algorithm for better context analysis. Our work complements this work by introducing
a human annotation tool for identifying and characterizing image atypicality.

3 PERSPECTIVE: AN ANNOTATION TOOL FOR IMAGE ATYPICALITY

This section describes Perspective, our proposed tool for annotation. We first present an overview of the tool and then
describe in more detail its components.

3.0.1 Overview. Perspective takes as input a set of images, samples a subset of images, and feeds them to an annotation
interface for human workers to annotate, concerning atypicality rating and rationale. Figure 1 presents the overall
workflow of the tool. It contains four components:

(1) Image Representation Learning, to obtain a low-dimensional vector representation of every image in the input
dataset for the following sampling components;

(2) Target Images Sampling, to sample a diverse set of potentially atypical images for atypicality annotation;
(3) Auxiliary Images Sampling, to sample visually similar images as well as images representative of the class of

interest for a given target image and class;
(4) Atypicality Annotation, to engage human workers for rating the atypicality and providing rationales for the

sampled target images, by referring to the auxiliary images.

For ease of understanding, we introduce the components in backward order.3

3Implementation details of all methods in the four components are provided in the companion page: https://sites.google.com/view/iui23perspective.
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1. The Target Image

The target image contains
a certain object or is about
a scene. The initial label
(muffin in this example) is
from the given image
classifiers.

2. The Auxiliary Images

The auxiliary images are
organized in different tabs,
each displaying one type of
the auxiliary images (visually
similar, random sample, or
representative sample).

Workers are asked to judge
and characterize atypicality
by comparing the target
image to the auxiliary
images.3. The Questions

Workers are asked to first
decide whether the image
label is correct. Then they
rate the level of atypicality
using a 7-point Likert-
scale and give their
reasons by choosing the
codes.

Fig. 2. A screenshot of the worker interface while using the Perspective annotation tool.

3.1 Image Atypicality Annotation

At the front end of our approach is the atypicality annotation task, which is used to both develop the codes of atypicality
by trained annotators and to annotate images at scale by crowd workers.

3.1.1 Task Definition & Design. We consider two types of target image classes, namely object and scene images. Object
images are those that contain a given object, e.g., “bird”, “muffin”; scene images, on the other hand, are those that contain
multiple objects that together describe a theme, often being an activity or event, e.g., “graduation”, “thanksgiving”.
Atypicality generally means that to the human perception, the object of interest shows an unusual appearance, in
an unusual context, or the scene of interest contains unusual objects. In image classification, we further emphasize
atypicality with a relative meaning, that is, we consider an object image to be atypical if the object of interest is present
in a context more similar to the context of any other classes, or a scene of interest is unusual due to the contained
objects being more similar to the context of any other classes.

In atypicality rating, we consider two types of errors that annotators can potentially make, namely wrong recognition
of typical images to be atypical, i.e., type I error, and the other way around, i.e., type II error. To reduce type I error,
human workers need to have insight into a set of typical images representative of the entire class. To reduce type II
errors, it is useful to show to the worker which classes visually similar images belong to. We note that both types of
auxiliary images are selected from a given dataset that, while coming with its own limit in terms of coverage, is often
available at a large size (e.g., publicly available training set or test data in the wild). Methods for sampling those images
will be introduced in the next subsections and validated in our experiments.

3.1.2 Task Interface. Figure 2 shows the task interface. It contains three parts: 1) the target image (left), 2) the auxiliary
images (right), and 3) the questions that workers answer (bottom).
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The auxiliary images are organized in different tabs, each displaying one type of the auxiliary image. In addition
to the visually similar images and representative images, we show a random set of images from a given class to help
workers gain an idea of the general distribution of visual information in a class.

The task starts by confirming if the target image contains a certain object or is about a scene (initial labels can be
obtained from any given image classifiers). Workers are asked to judge and characterize image atypicality for the given
image and the associated label by analyzing the target image and comparing that to the different types of auxiliary
images. They are asked to rate the level of atypicality using a 7-point Likert-scale (from Highly Typical to Highly
Atypical) and when the judgment is atypical (rating bigger than the threshold 4), workers are asked to enter their
rationales by selecting from a drop-down list our developed codes of image atypicality (described in Section 4).

3.2 Sampling Target Images

We now describe our method for sampling the target images for annotation, in order to reach a high cost-efficiency for
annotation. To design the sampling method, we consider two requirements of the sampled images: 1) atypicality, i.e.,
the set should contain as many as possible the indeed atypical ones; and 2) diversity, i.e., the images show a variety of
the atypicality characteristics. To this end, we introduce a two-stage method that first filters a subset of images with
high visual diversity, and then ranks them according to an atypicality measure we derived from visual features.

3.2.1 Diversity Filtering. To sample a subset of diverse images, we use the recently proposed adversarial filtering
method AFLite [21]. The goal of AFLite is to remove “spurious artifacts in data beyond what humans can intuitively
recognize, but those which are exploited by powerful models.” For that purpose, the method is designed to reduce the
bias in the training data by selecting only a subset of data samples that are the most diverse possible (to avoid spurious
artifacts). Consequently, filtered samples by AFLite contain a rather equal distribution of both highly typical samples
(if it did not contain any, the model would not be able to learn the typical representations of the target classes of the
model) –that we need to exclude through annotation–, and rarer samples –the ones that are indeed atypical.

AFLite works in an iterative process consisting of model training and evaluation. At each iteration, the available
dataset is randomly partitioned into two subsets for training and test sets, respectively. The partition is performed𝑚
times, and a linear classifier is trained and evaluated independently on each partition. Note that the linear classifier
uses the image representation vector as features, which we introduce in the next subsection “Representation Learning”
–this allows the sampling to consider visually meaningful features as compared to the low-level, pixel-based features.
The evaluations on the𝑚 test sets are aggregated into a predictability score per sample in the dataset, representing the
ratio of the number of times the sample received a correct prediction over the total number of predictions. In the case
of no ground truth labels available, we approximate the predictability score with the agreement among predictions
from the linear classifiers. The top 𝑘 samples with the highest predictability scores are then removed from the dataset,
and then we proceed to the next iteration. The stopping criteria is defined over the number of samples remaining in the
dataset, and over the number of samples that have a predictability score higher than a pre-defined threshold.

3.2.2 Atypicality Ranking. Atypical images are a type of outliers, and can be detected through a relevant distribution
of image representations: images that are deviated from the mean/medium of a relevant distribution are considered
atypical. A general approach for outlier detection in non-parametric distributions is item ranking. In our scenario, we
consider leveraging the distribution of images by model-based image representations [28], i.e., the activation of the
neurons in a given layer of a neural network model. Using the model-based image representation is favored over the
original image representation as it accounts for the varying contribution of different visual features in classification.

7
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Specifically, for a given image 𝑖 our goal is to find the rank of the image in a subset of images V randomly sampled
from the large dataset (such that the subset keeps the same distribution as the large image set in the wild). To do so, for
each image represented by the feature vector (introduced in the next subsection), we run it through an independent
multi-layer perceptron model for image classification, record the activation values of neurons in the last layer before
the classification layer, and use that as a new representation of the image. Images in V are then ordered based on the
activation values – multiple orderings corresponding to multiple neurons are aggregated into one order. We then obtain
a similar representation of image 𝑖 and find its ranking position in the ordered list ofV .

The ranking effectiveness is, to a large extent, dependent on the neural network model. We can start with a given
deployed model when available as the initial model. To best leverage human annotations, we progressively train the
model following the active learning process [8]. Active learning is a way of training a machine learning model using
an optimal subset of the training data, by selecting the most informative instances from the given dataset in multiple
iterations. In each iteration, the model is retrained with the newly selected instances combined with the existing
ones. Informativeness has various forms that are modeled in different sampling strategies, e.g., uncertainty sampling
measures the informativeness of an instance by the uncertainty of model prediction [22]. In our scenario, we replace
the informativeness criteria with our atypicality (ranking) measure for sampling.

3.3 Sampling Auxiliary Images

Sampling for the auxiliary images is straightforward for random and visually similar images: when the image represen-
tations are available, visually similar images are found through a nearest neighbor search. For representative image
sampling, we develop an optimization-based approach to ensure that we present the whole spectrum of the visual
appearance of a given class to human annotators. We convert the problem into a data partitioning problem, where the
goal is to split the images of a given class into partitions such that images of the same partition are visually similar and
those from different partitions are not; representative images can then be sampled from each of the partitions. Given a
budget B (the number of representative images that can be sampled), we solve the following objective function for
sampling:

𝑚𝑖𝑛
∑︁
𝑖∈C

∑︁
𝑗∈C

𝐷 (𝑍𝑖 , 𝑍 𝑗 )𝑋𝑖 𝑗

𝑠 .𝑡 .
∑︁
𝑗∈C

𝑋𝑖 𝑗 = 1

𝑋𝑖 𝑗 ⩽ 𝑌𝑗∑︁
𝑗∈C

𝑌𝑗 = B

(1)

, where 𝐷 represents the cosine distance between the feature vectors of two images, i.e., 𝑍𝑖 , 𝑍 𝑗 ;𝑋𝑖 𝑗 indicates the decision
of whether image 𝑖 is assigned to partition 𝑗 ; 𝑌𝑗 indicates if the image 𝑗 is selected as a representative sample (note that
the index 𝑗 is overloaded to represent both the partition and the representative image of the partition). Due to the large
number of possible solutions that are associated with the problem of finding an optimal set of representative samples,
it is very challenging to provide a deterministic solution. We employ a meta-heuristic approach based on a genetic
algorithm which has proven to be effective in finding an optimal solution for such partitioning problems [30].
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Fig. 3. The image representation learning model.

3.4 Representation Learning

We now present our approach for generating the image representation that supports all the previously introduced
components. Considering the fact that the atypicality definition is especially relevant about the content of an image, i.e.,
objects and contexts, we aim to generate image representations that not only capture the visual features but also the
semantic concepts in the image. Our representation learning approach is depicted in Figure 3 that extracts both the
visual and semantic features, and concatenates them as the image representation.

3.4.1 Visual Feature Extraction. We use the convolutional network ResNet-152 [15] to generate a feature vector of the
input image. To be specific, we feed the image to a pre-trained model until the final max-pooling layer (prior to the
fully-connected layers), and extract the activations at that layer. Then we flatten the output of the max-pooling layer to
obtain a feature vector 𝑉𝑖 : R1×2048 for each input image 𝑖 .

3.4.2 Semantic Feature Extraction. To extract semantic concepts, we use scene graph, a structured representation of
objects and their relationships in an image. It consists of a set of relationships, which are represented as ⟨𝑜1, 𝑟 , 𝑜2⟩,
where 𝑜1 and 𝑜2 refer to two objects in the image, and 𝑟 represents their relation. We generate scene graphs using the
state-of-the-art scene graph generation method Neural Motifs [55]. After obtaining the scene graphs for a given set of
𝑁 images, we extract a set of unique objects and relations. Then, for each input image 𝑖 , we construct a fixed-length
concept vector𝑈𝑖 : R1×𝑀 , where𝑀 corresponds to the number of unique concepts. Given 𝑢𝑐

𝑖
∈ 𝑈𝑖 as the 𝑐-th concept

in the concept vector, we set 𝑢𝑐
𝑖
to 1 if the concept 𝑐 appears in image 𝑖 , otherwise 0. Finally, for each input image 𝑖 , we

concatenate𝑈𝑖 to the visual feature vector 𝑉𝑖 , resulting an enriched image representation 𝑍𝑖 .

4 ANNOTATION, EVALUATION, AND EXPERIMENTATION SETUP

We conduct our annotation and experiments on Open Images [19], a dataset of 9.2M images with 30.1M image-level
labels for 19.8K concepts. Following the CATS4ML data challenge, we use a subset consisting of 117K images of 23
classes including Canoe, Lipstick, Bird, Firefighter, Graduation, etc.4

We apply diversity filtering and pick the top 10K most atypical images through our atypicality ranking method. Six
authors of this paper act as trusted annotators manually annotate the 10K images based on their perceived degree of

4see https://cats4ml.humancomputation.com for the full list.
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atypicality. Each author independently annotated 1K images and the remaining 4K images were annotated by crowd
workers using the Perspective interface. As a result of this process, 1925 images were identified as being atypical.5

4.1 Developing a Coding Scheme

To characterize image atypicality, we follow the open coding method rooted in grounded theory [12] and use thematic
analysis to develop insights from the images [5]. As a first step, six authors independently assessed a random subset
of 46 atypical images (sampled from the set of 1925 atypical images, two for each class) using the interface shown
in Figure 2. In this round authors provided detailed explanations for characterizing given images as being atypical
based on both their understanding of the image class in general, and the distribution of images in the dataset. Authors
then iteratively identified different rationales from their explanations for characterizing image atypicality and assigned
codes to represent them. Next, to refine the coding scheme and resolve any disagreement, all authors discussed each of
the 46 atypical images and iteratively identified and assigned codes to characterize image atypicality.6 For the sake
of completeness and to ensure that the resulting coding scheme can be used by the community for further research,
complementary codes which went beyond what was observed in this sample were added.

4.2 Evaluating the Perspective Annotation Tool

4.2.1 Auxiliary Images Sampling. We conduct a controlled crowdsourcing experiment to evaluate the effectiveness of
the different types of auxiliary images for annotation. We design a between-subject study across four experimental
conditions of the auxiliary images: 1) Random samples from the dataset; 2) Representative samples; 3) Visually
Similar samples; and 4) Combined, which combines all the three above types of auxiliary images.

We randomly selected equal splits of typical and atypical images annotated by the authors, resulting in 300 images in
total and at least 10 sample per each class label. We ensure that 180 common images are used for all four conditions.

We recruited 50 workers on Prolific crowdsourcing platform for each condition.7 Only workers whose approval
rate were greater than 90% were considered as qualified. During the task execution, each worker is asked to annotate
six images, three atypical images and three typical images randomly selected. To avoid learning bias, each worker
is allowed to perform only a singe task throughout the entire experiment. All the tasks across four conditions were
published and completed within the same four-hour period on Prolific, to reduce the bias of worker availability. Each
worker was paid 0.90 USD (0.65 GBP) for participating in our study. According to Prolific, the actual average hourly
reward of our experiment that workers received was 11.75 USD (8.59 GBP).

We measure worker performance in terms of both annotation accuracy and speed. Specifically, accuracy is measured
using the metrics precision and recall with respect to both typical and atypical images (indicated by author annotations).
We measure the speed of worker annotation by the average time spent on identifying each atypical and typical images.

4.2.2 Target Images Sampling. We evaluate the effectiveness of our target image sampling techniques, i.e., diversity
filtering and atypicality ranking. To do so, we compare the precision of the sampling by diversity filtering alone,
atypicality ranking alone, and combined. Precision is measured by the fraction of truly atypical images in the sampled
ones. To evaluate diversity filtering, we pick 1K images out of 12K obtained filtered images and measure the precision.
We repeat the experiment for ten times and report the average precision. For a fair comparison, we rank the whole

5Our annotated dataset will be released in the companion page.
6We do not report inter-rater reliability, as the disagreement between the researchers was resolved through detailed discussions and critical reflections
through multiple rounds of iterative coding [26].
7Note this group of workers are recruited only for evaluating our task design; workers are annotating the 4K images are recruited separately.
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data set using atypicality ranking techniques and select top 1K images from the ranked list. Finally, we combine both
techniques by ranking the 12K images obtained by diversity filtering, using the ranking score obtained from atypicality
ranking. Then, we pick the top 1K instances to calculate the precision.

4.3 Human vs. Machine Perception

We apply our identified atypical images to evaluate the performance of state-of-the-art image classifiers on those images.
We first test three industrial APIs: Google Vision API8, Amazon Rekognition API9, Microsoft Azure Vision API10. To
gain a deeper understanding of the alignment between human and machine perceived atypicality, we locally fine-tune
three models pre-trained on ImageNet, namely InceptionV3 [48], a VGG19 [45], and a DenseNet121 [17], onto a subset
of the images in the Open Images dataset, corresponding to 13 classes containing the largest number of images.11 To be
able to compare the rationales of model predictions to human characterization of atypicality, we extract saliency maps
from the three models using SmoothGrad [46], and manually interpret the visual elements the models highlight.

5 RESULTS

5.1 Characterizing Atypical Images

The resulting coding scheme from the six authors is presented in Table 1. We group the codes into four categories,
namely, Semantic Content, Image Medium Quality, Object Visibility, and Formation. Semantic Content contains codes
that describe the atypicality of an object in an unusual context (for object images) or a context with unusual objects
presented in (for scene images). This category is different from Image Medium Quality that describes the atypicality in
terms of image resolution, lighting, and color scheme, and from Formation that describes atypicality on how the image
was formed (e.g., photographed) in terms of the type of medium, vantage point, and focus point. Semantic Content is
also different from Object Visibility in that the former describes the atypicality of the object or scene itself, e.g., an
unusual type of Pizza, whereas the latter concerns the appearance of typical object or scene, e.g., a normal Pizza partly
occluded in the image. As a remark, we note that many of the codes represent the human perspective of an image while
considering the perceived distribution of other images in the class, as well as other classes in the dataset.

5.1.1 Atypicality Distribution. To understand the distribution of atypical images with varying characteristics in our
dataset (i.e., corresponding to different codes), we considered a uniformly random sample of 220 atypical images and
coded them using the coding scheme. Figure 4 presents the distribution of codes that were observed as a result. Semantic

Content is the largest atypicality category: 60% of the images were assigned Code#1, suggesting that the most frequent
characterization of an atypical image in our sample corresponded to the object of interest being present in an unusual
context; 29% images were assigned Code#2, i.e., atypical images where the object of interest is presented in an atypical
context, in a relative sense (i.e., the context being more similar to that of other classes). Object Visibility is another
category of atypicality many images are assigned, especially Code#17 that describes image atypicality from object
appearance in terms of shape or other attributes. Interestingly, Code#18 was assigned to 36% of the atypical images,
indicating a different medium of representing the object of interest in comparison to other images of the class. As
mentioned earlier, certain complementary codes were added to the coding scheme for the sake of completeness. Either

8https://cloud.google.com/vision
9https://aws.amazon.com/rekognition/
10https://azure.microsoft.com/services/cognitive-services/computer-vision/
11Fine-tuning details are provided in the companion page.
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Type Code Description

Se
m
an

ti
c
C
on

te
nt 1 Object of interest is present in an unusual context in comparison to other images in the

class.
2 Object of interest is present in a context more similar to the context of one or more other

classes.
3 Scene of interest is unusual due to objects in the image being unusual.
4 Scene of interest is unusual due to objects more similar to the context of another class.

Im
ag

e
M
ed

iu
m

Q
ua

li
ty 5 Image is blurry in comparison to other images in the class.

6 Image is blurry, making it more similar to images of another class.
7 Lighting in (a portion of) the image is too dark in comparison to other images in the

class.
8 Lighting in (a portion of) the image is too dark, making it more similar to images of

another class.
9 Lighting in (a portion of) the image is too bright in comparison to other images in the

class.
10 Lighting in (a portion of) the image is too bright, making it more similar to images of

another class.
11 Color scheme of the image is inconsistent with other images in the class.
12 Color scheme of the image is more similar to that of images in other class(es).

O
bj
ec
tV

is
ib
il
it
y 13 Aspect ratio of the object of interest is smaller than other images in the class.

14 Aspect ratio of the object of interest is larger than other images in the class.
15 The majority of the object(s) of interest in comparison to other images in the class is(are)

occluded.
16 Dominant object in the image belongs to another class(es).
17 The shape or other attributes of the object of interest look unusual with respect to other

images in the class.

Fo
rm

at
io
n 18 The type of medium for representing the object of interest is inconsistent with other

images in the class.
19 The vantage point of the image is inconsistent with other images in the class.
20 The object of interest is out of focus in comparison to other images in the class.

Table 1. Coding scheme to characterize atypical images (in a given dataset). Multiple codes can be assigned to a single image.
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Fig. 4. Distribution of (a random sample of 220) atypical images as characterized using the coding scheme for image atypicality.

a small fraction of atypical images or none were found to correspond to such complementary characterizations (e.g.
Code#6, Code#8, Code#9, Code#10).
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(a) Codes: #1,#2 (b) Codes: #9,#10,#17,#19 (c) Codes: #1,#15,#16,#18,#20

Fig. 5. Example characterization of atypical images (a)Muffin, (b) Pizza, and (c) Bird and the corresponding codes assigned to them.

5.1.2 Examples of Atypical Images. Figure 5 presents examples atypical images and the corresponding codes assigned
to them. 5(a) shows an image with the class label Muffin, characterized as being atypical due to Codes#1 the unusual
context of the muffin, i.e., presented in a glass, as well as Codes#2 since the surrounding context is most similar to the
class of Chopsticks where there are multiple dips nearby the main plate. Figure 5(b) shows an image with the class
label Pizza, characterized as being atypical due to Codes#9&10 the bright lighting, and importantly, the presence of
the pizza in an Codes#17 unusual shape due to the close-up angle, which is also related to Codes#19 the inconsistent
vantage point. Figure 5(c) shows a particularly interesting example of an atypical image corresponding to the class label
of Bird, that is characterized by a range of codes. We can see that a Bird in the image is occluded by two children on
the photograph held in a person’s hands, thereby characterizing the atypicality of this image on several different fronts.

5.2 Effectiveness of Perspective

5.2.1 Auxiliary Images Sampling. Figure 6 shows estimation plots of worker performance (precision, recall, and
annotating speed for atypical and typical images) [16]. In this figure, jitter plots show all the measures, and how they
distribute, across the four experimental conditions. The estimation plots also show the effect size by displaying the
resampling distributions of the mean difference. We found that resulting data pertaining to all the measures do not
follow normal distributions (Shapiro-Wilk tests).

Precision & Recall. In terms of precision, the Combined condition outperforms the other three conditions on both atypical
images and typical images (Figures 6 (a) and (d)). We can observe comparatively large effect sizes of the differences
between the Combined condition and the Visually Similar condition. In terms of recall, the Combined condition also
achieves higher performance on atypical images than the other conditions, with relatively large effect sizes. For typical
images, the mean recall of Combined, Random, and Representative conditions are almost equal, while that of the
Visually Similar condition is relatively lower. Note that we found no significant difference in worker precision or recall
(𝑝 > 0.05, Kruskal–Wallis tests), which is likely due to the low number of images (six) annotated by each worker.

Annotation Speed.We observe that workers in Representative and Visually Similar conditions annotated atypical images
faster as shown in Figure 6 (c). In annotation of typical images, workers across all the conditions exhibited comparable
annotation speeds.

Summary. The Combined condition is most effective for accurate annotation (precision and recall), especially for
identifying atypical images. The result signifies the advantage of displaying different types of auxiliary images for
annotation accuracy. This, however, comes with the trade-off of longer annotation times on average. The Representative
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(b) Recall of atypical images
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(c) Annot. speed of atypical images
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(d) Precision of typical images
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(f) Annot. speed of typical images
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Fig. 6. Estimation plots of worker precision, recall, and annotating speed on atypical images and typical images respectively, where in
the jitter plots each point represents the performance value (precision, recall, or speed) of a worker.

Method Diversity Filtering Atypicality Ranking Combined

Precision 25.06 21.98 29.1

Table 2. Precision (%) of different target images sampling methods in identifying atypical images.

condition results in relatively high-quality annotations while enabling fast annotation, especially on typical images, as
compared to other conditions. Visually similar images, when presented alone, do not allow workers to deliver high
quality annotations; this is possibly due to the lack of a global view of the image class. By analyzing worker activity
logs in the Combined condition, we noticed that all the workers who had switched the tabs (32 out of 50) clicked on
visually similar images in the annotation. This suggests the perceived utility of visually similar images in informing
atypicality identification in the Combined condition.

5.2.2 Target Images Sampling. Table 2 reports the precision of our sampling methods in identifying target atypical
images. When diversity filtering and atypicality ranking are used together, we observe a significant improvement in
precision.

5.3 Human vs. Machine Perception

5.3.1 Industrial APIs. Figure 7 shows the performance of the three image classification APIs on our identified typical
and atypical images. These APIs classify an image with multiple labels along with their confidence scores; we, therefore,
evaluate the accuracy with respect to the number of guesses allowed – classification is considered correct if one of the
guesses is correct. Note that the comparison between different APIs is not fair due to the different sizes and vocabularies
of image classes they cover. We resample the typical images according to the distribution of atypical images, such that
the results on typical and atypical images are comparable. We observe from the figures that the APIs consistently show
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(a) Google Vision API (b) Amazon Rekognition API (c) Microsoft Azure Vision API

Fig. 7. Performance of industrial vision APIs on the typical and atypical images.

Atypicality DenseNet121 VGG19 InceptionV3

Typical 63.90 55.69 57.65

Atypical 42.77 22.96 39.04

Table 3. Percentages (%) of correct predictions of the fine-tuned models on typical and atypical images.

higher accuracy on typical images than on atypical ones. In particular, when the number of guesses is five, the average
accuracy on atypical images is 18%, as compared to 27% on typical ones.

5.3.2 Local Models. Locally fine-tuned models also consistently show a higher rate of correct predictions on the
typical images than on the atypical ones (see Table 3). Due to the high bar of our atypicality judgment, specific
samples annotated as typical with incorrect predictions might actually be atypical for more lenient characterizations of
atypicality, which can further reinforce the above observations. Those results indicate that, statistically, challenges in
model predictions are generally aligned with human judgments of atypicality. To gain a deeper understanding of the
alignment of atypicality perceived by humans and machines, we look into the saliency maps as the rationales of model
classifications and compare those to image atypicality characterized by humans.

Typical Images Correctly Classified. The models do not always use a correct rationale for correctly predicting the
labels of typical images. Typicality does not mean that the models can easily learn the correct reasoning. Potential
spurious biases across the typical images of a training dataset can lead the model to pick up on simpler, incorrect
reasons. For instance, for the class Canoe (see Table 4 (1)), the DenseNet121 model has learned to look at the presence
of water when canoes are in the water, but at the presence of a canoe itself when no water is present in the image.

Atypical Images Incorrectly Classified. The rationale of the models is more frequently aligned with human judgments
for atypical images that the model predicts incorrectly. It is especially the case when the atypicality code relates to
another class. For instance, an image of an Athlete surfing on the water is predicted as Canoe by the model due to the
presence of water (see Table 4 (4)), which follows Code#2 indicating that the background of this image is more similar
to the ones of Canoe images in the dataset.

Typical Images Incorrectly Classified. Only a few typical images receive a wrong prediction from the models. Such
misalignment between the model and human reasoning is the most complex to interpret the images and saliency maps.
The most obvious cases are when the image contains two rather dominant visual cues hinting at two different classes:
one referring to the expected but wrongly predicted class and one potentially referring to another class. For instance,
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Typical Atypical

C
or
re
ct

(1) GT: canoe; GT: canoe (2) GT: firefighter; GT: lipstick

In
co

rr
ec
t

(3) Pred.: firefighter, GT: bird; Pred.: child, GT: bird (4) Pred.: canoe, GT: athlete; Pred.: firefighter, GT.: smile

Table 4. Example images that received correct or incorrect predictions from the DenseNet121 model and judged as typical or atypical
by humans (in green: alignment between human and machine reasoning, in red otherwise). The images are associated with their
saliency maps on the right and the predicted (Pred.) and ground truth (GT) labels underneath.

an image of a Bird on the beach with a red boat is associated by the model to Firefighter probably due to the red color
(see Table 4 (3)).

Atypical Images Correctly Classified. Part of the images which received correct predictions while marked atypical
merit their atypicality judgment to be reviewed once the human judges have further understood the model rationale by
analyzing multiple images and saliency maps. As an example, a Firefighter image showing a small helicopter in a
background of smoke (see Table 4 (2)) is marked atypical as firefighter images instead usually contain a firetruck or
individual firefighters. Yet, the model learned to use the smoke to predict the label Firefighter (e.g., see the image in
Table 4 (4)). Another image presents a plastic doll with red lips (see Table 4 (2)), that was coded as atypical due to the
medium of representation (doll with simple facial features) that is unusual for Lipstick, yet the model still correctly
focuses on the lipstick to make its predictions. These cases show that it is not always sufficient to use the atypicality
codes to estimate whether a model prediction will be correct. Still, it also requires an understanding of how important a
given atypicality characterization is concerning other potentially more typical characteristics of the image that are less
obvious from an open-world human perspective (e.g., the smoke for the firefighter instead of the individual firefighter).
This hints at new opportunities in the coding process: a sequential coding procedure could potentially first allow the
judges to build an understanding of model reasoning by visualizing saliency maps, ground truth, and predictions and
then ask them to characterize image atypicality based on such understanding of the reasoning.

6 DISCUSSION

6.1 Importance of Context Expansion

Results from our controlled crowdsourcing experiments show that workers, when presented with representative images
of a given class and with visually similar images to the target image, perform significantly better in terms of both
annotation quality and speed. These results verify our initial assumption that human perspectives that rely on annotator
experiences can be limited in envisioning image atypicality; for that, being able to see image distributions in the dataset
(images in the same class but also the other classes). This is confirmed further by our results from the coding exercise,
where many of the codes represent not only the human perspective but also such perspective conditioned on the
distributions of the images. These results therefore, pose new research questions on what impacts human perspective,
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and especially how new experiences gained from human interactions with new environments (objects, scenes) shape
the development of human perspectives. Such questions are related to the literature on cognitive science and creativity
especially. In this literature, it has been shown that collecting and navigating through information is an important
phase in the creative process, which expands the current context of the topic (and fosters associative and inspirational
learning) [4, 43]. While partly answering the research questions, more research is needed to cross-check the exact
influence of human experience on the perception of atypicality.

6.2 Need for Collaboration and Interaction Tools

From the tooling perspective, the results imply that providing adequate support for human annotation is an important
and perhaps indispensable part of human annotation. In our work, we have mainly explored methods and interfaces
for sampling and visualizing images from certain distributions, while much is left for future studies. An important
aspect to be considered in developing new tools would be to consider the cooperation among human workers. In our
specific task of image atypicality identification and characterization, being able to communicate with other workers
allow further expanding the current context of an individual worker as constrained by what they observe and their own
memory, making it possible to connect to the new contexts other workers are experiencing. When developing support
for context expansion from either extra information or communication, an essential type of atypicality that needs to
be accounted for is the semantic content atypicality, namely unusual content and context. This type of atypicality
makes the majority and is perhaps the most complex type given the diversity of objects and scenes. Future work in
this direction can benefit from cognitive science but also more technical domains such as knowledge management, to
link the annotation interface to knowledge bases in the backend that can offer in real-time new concepts related to
the running context. This also calls for new research on interaction techniques, namely, how to display the increasing
amount of information to workers while not significantly increasing their cognitive load.

6.3 Response and Data Sampling Biases

One common issue in most crowdsourced image annotation tasks is "response bias", where annotators may tend to
complete tasks quickly to earn rewards, leading them to choose the simplest answer without considering answer
quality. In our task, workers might have the tendency to label images as atypical which does not require characterizing
atypicality. To reduce such a bias, we have employed several approaches such as using “gold standard” images to
filter out unreliable annotations and soliciting multiple annotations per image. Another potential source of bias in our
approach can be the data sampling bias. This has been a major consideration in the design of our approach, which takes
into account image diversity in addition to atypicality. Perspective however, can potentially be further improved by
integrating alternative data sampling methods, e.g., combined with out-of-distribution data detection [7].

6.4 Implications for Machine Learning and Interdisciplinary Research

As for the application domain, findings from our study have several implications on machine learning (computer vision
specifically). An important one is the notion of atypicality as the proxy of data quality. We showed how easy it is for
state-of-the-art machine learning systems to fail in dealing with atypical images. A direct implication would be the
need to consider atypical images not only in model development but also in model deployment: it is nearly impossible
to collect the perfect set of images covering all possible scenarios in one shot, yet this can be compensated by the
incremental discovery of atypical images in model deployment, from which the data quality can be gradually improved
by integrating such images. This implication aligns with the current discussions on data-centric AI, which stresses
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more the importance of developing higher-quality datasets than models [33]. Our contribution in this sense is showing
how human perspectives can be leveraged in the process of image atypicality identification and characterization. A
further implication from this study is, therefore, the need to better bridge machine learning research and data science,
with the IUI and HCI communities.

There are multiple ways of using Perspective to improve the reliability of image classification. One approach is
augmenting the training data with the identified atypical images to retrain the model, in an active learning setting
where model performance can be continuously improved with new images [23, 31, 35, 44]. Another approach one can
also consider to use Perspective for reliable image classification is a hybrid human-AI setting, where humans can take
over decision-making when model decisions are unreliable. In such a scenario, the human-identified reasons for image
atypicality can be used to build a decision deferral mechanism that filters images for decision handover [38, 39].

7 CONCLUSIONS AND FUTUREWORK

In this paper, we have presented a study on image atypicality identification and characterization through human
annotation. We introduced Perspective, an annotation tool that increases annotation accuracy and speed by presenting
several distinct sets of auxiliary images, and that increases cost-efficiency by carefully designed sampling techniques.
Iterative coding resulted in a coding scheme for image atypicality, comprising 20 distinct characterizations of image
atypicality. Trusted and crowdsourced annotation resulted in 10K images with atypicality judgments. Experiments
show that the identified atypical images present a strong challenge to state-of-the-art image classification services and
models, and that atypical characteristics can well explain model rationales in instances of incorrect classification.

In the imminent future, we will improve the annotation tool to account for model behavior, explore the integration
of model interpretability methods, and study further the utility of atypical images for improving system performance
by, e.g., augmenting the training data.
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