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Abstract

The persistent issue of human bias in recruitment processes
poses a formidable challenge to achieving equitable hiring
practices, particularly when influenced by demographic char-
acteristics such as gender and race of both interviewers and
candidates. Asynchronous Video Interviews (AVIs), powered
by Artificial Intelligence (AI), have emerged as innovative
tools aimed at streamlining the application screening process
while potentially mitigating the impact of such biases. These
AI-driven platforms present an opportunity to customize the
demographic features of virtual interviewers to align with di-
verse applicant preferences, promising a more objective and
fair evaluation. Despite their growing adoption, the impli-
cations of virtual interviewer identities on candidate experi-
ences within AVIs remain underexplored. We aim to address
this research and empirical gap in this paper. To this end, we
carried out a comprehensive between-subjects study involv-
ing 218 participants across six distinct experimental condi-
tions, manipulating the gender and skin color of an AI virtual
interviewer agent. Our empirical analysis revealed that while
the demographic attributes of the agents did not significantly
influence the overall experience of interviewees, variations
in the interviewees’ demographics, significantly altered their
perception of the AVI process. Further, we uncovered that the
mediating roles of Social Presence and Perception of the vir-
tual interviewer critically affect interviewees’ Perceptions of
Fairness (+), Privacy (-), and Impression management (+).

Introduction
The evolution of personnel selection interviews has been
profound, with research tracing back over a century (Moore
1921). This wide spectrum of scholarly work has delved into
the intricate social dynamics of interviews (Fletcher 1992;
McCarthy and Goffin 2004a) and has increasingly sought
to leverage technological advancements to enhance the ef-
ficiency and scalability of the interview processes (Black-
smith, Willford, and Behrend 2016). The COVID-19 pan-
demic has catalyzed the adoption of innovative interview-
ing techniques, with a notable shift towards Asynchronous
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Video Interviews (AVI) powered by AI. This shift is evi-
denced by the widespread adoption of automated screen-
ing tools among Fortune 500 companies (Hanson 2023),
highlighting the pivotal role of AVIs in modern recruitment
strategies (Dunlop, Holtrop, and Wee 2022).

Prior research has shown that job applicants experience
stereotype threat during the job selection process (Graves
and Powell 2009; Whysall 2018), a psychological state
where individuals may underperform due to anxieties about
confirming negative stereotypes associated with their racial,
ethnic, gender, or cultural identities (Steele and Aronson
1995). Studies have documented the impact of demographic
congruence between interviewers and interviewees on ap-
plicant perceptions and strategies highlighting the intricate
ways in which demographic factors shape interview out-
comes (Pedulla 2014; Jaquemet and Yannelis 2012; Landy
2008; Opie and Phillips 2015; Latu, Mast, and Stewart 2015;
Goldberg 2003; Previtali, Nikander, and Ruusuvuori 2023).

Despite the flexibility and scalability of AVIs, concerns
around perceived fairness, trust, privacy, diminishing per-
ception of social presence, and reduced capabilities to utilize
impression management tactics continue to persist (Jaser
et al. 2022; Basch et al. 2021; Roulin et al. 2023; Langer,
König, and Krause 2017; Liu et al. 2023; Blacksmith,
Willford, and Behrend 2016). Although efforts have been
made to address these challenges through algorithmic fair-
ness (Fabris et al. 2023), providing explanations (Basch
and Melchers 2019), and implementing post-hoc measures
(Raghavan et al. 2020), the exploration of interviewee de-
mographics and their nuanced perceptions during the AVI
process remains a relatively underexplored avenue. This un-
derstanding can play a pivotal role in designing an equitable
interview experience across diverse candidate pools.

Our study investigates how variations in the gender and
race of an AVI agent affects interviewees’ experiences, aim-
ing to distill insights that can inform the future design of AVI
agents, addressing the following research questions:
RQ1: How do the gender and race of a virtual interviewer
impact an interviewee’s virtual interview experience?
RQ2: How do an interviewee’s gender and race influence
their virtual interview experience?

We conducted a 3×2 between-subject study simulating



the AVI screening phase using an agent with varied gender
(female, male, non-binary) and racial (black, white) config-
urations across conditions. Recruiting a diverse participant
pool, we shed light on the impact of AVI agent configura-
tions on interviewee experiences, focusing on perceived fair-
ness, social perception and presence, privacy and emotional
response, and impression management tactics.

Background and Related Work
Asynchronous Video Interviews. Traditionally segmented
into sourcing, screening, interviewing, and candidate selec-
tion phases (Bogen and Rieke 2018), the screening stage
has evolved with the introduction of Asynchronous Video
Interviews (AVIs). A derivative of technology-mediated in-
terviews (TMIs), AVIs offers a scalable solution to assess
candidates beyond their resumes through pre-recorded video
responses (Brenner, Ortner, and Fay 2016; Kleinlogel et al.
2023). This method promises standardization and fairness
by providing all candidates with identical questions, elim-
inating the variability inherent in live interactions (Moore
and Kearsley 1996; Rasipuram, Rao, and Jayagopi 2016).
Despite these advantages, AVIs face criticism for lacking in-
teractivity, raising privacy concerns, diminishing social pres-
ence, and limiting non-verbal communication cues crucial
for impression management (Roulin et al. 2023; Liu et al.
2023; Blacksmith, Willford, and Behrend 2016). Research
efforts have thus shifted towards enhancing the AVI experi-
ence from the interviewee’s perspective, exploring features
like re-recording options and explanatory feedback to im-
prove perceptions of trust and fairness (Roulin et al. 2022;
Basch and Melchers 2019).

Designing AVI Agents.
Li et al. (2017) utilized text-based conversational agents

(CAs) with varying personalities and found that a vir-
tual interviewer can make a recruiting process more ef-
ficient, objective, and inclusive. In the context of AVIs,
prior work highlighted the potential of embodied CAs to
generate dynamic follow-up questions, thereby tackling the
monotony of AVI dialogues and fostering a more authen-
tic, human-like interview experience (Rao S B, Agnihotri,
and Babu Jayagopi 2021). Further investigation by Thakkar
et al. (2022) into the impact of verbal and nonverbal cues
from virtual interviewers corroborated the positive influence
on interviewees’ experiences. However, these studies have
yet to address the impact of demographic features (i.e., gen-
der and race) of interviewer agents on interviewee experi-
ences within the AVI process.

Fairness in Algorithmic Hiring—The Interviewee
Standpoint. Previous research has investigated fairness in
algorithmic hiring. Efforts have been made to reduce socio-
linguistic bias in resumes (Deshpande, Pan, and Foulds
2020), and studies have surveyed the potential benefits of
algorithmic hiring (Fabris et al. 2023). Real-world applica-
tions of algorithmic pre-employment assessments have also
been reported (Raghavan et al. 2020). However, there is a
lack of research focusing on fairness from the applicants’
perspective, especially regarding stereotype threats and per-
ceived similarities during interviews. Stereotype threat, a

cognitive bias in personnel selection, suggests that cer-
tain environments can perpetuate stereotypes of specific
groups being less competent, potentially impairing perfor-
mance (Steele and Aronson 1995; Schmader 2010). The
Stereotype Content Model (SCM), explaining interpersonal
impressions along dimensions of perceived warmth and
competence, is also relevant here (Fiske et al. 2018). SCM
has been used in HCI research to understand the social as-
pects of technology, and we adopt this model in our study to
gauge interviewees’ perceptions in different AVI scenarios.

Prior research shows that demographic similarities be-
tween interviewers and interviewees (e.g., gender, race, and
age) can influence hiring decisions and the interviewee’s
strategy for rapport-building (Landy 2008; Opie and Phillips
2015; Harrington and Egede 2023; Previtali, Nikander, and
Ruusuvuori 2023; Atkins and Kent 1988; Francesco and
Hakel 1981). These findings underline the importance of
considering demographic factors in the design of AVIs to
foster an inclusive and equitable interviewing environment.

Our study contributes to this by exploring the effects of
demographic characteristics of AI interviewers on the per-
ceptions and experiences of interviewees in AVI screen-
ing interviews. Our work extends beyond the interviewer’s
attributes to also examine how interviewees from diverse
backgrounds perceive the AVI process, unveiling the intri-
cate interplay between their demographic characteristics and
the subjective experience in interviews with virtual inter-
viewer agents.

System Design
Screening Interview Scenario
Interview Flow.

We targeted the screening phase of recruitment due to the
prevalent use of AVIs during this initial stage, where HR
personnel commonly conduct brief phone interviews before
progressing candidates to the main interview process. The
interview process consisted of three stages: (1) An introduc-
tion comprising standard introductory inquiries; (2) a behav-
ioral phase with with hypothetical work scenario questions;
and (3) a screening phase with questions to evaluate can-
didates’ qualifications, availability, and salary expectations,
with an opportunity for candidates to ask clarifying ques-
tions. Each stage included predefined questions and follow-
ups as needed. A full list of questions is in the supplemen-
tary material. For our controlled experiment, we used a task-
oriented dialogue setting on our AVI platform, which al-
lowed for automatic turn-taking and flexible conversations.
In this study, participants completed a screening interview
process for a ‘Customer Support Specialist’ role, such as re-
tail salespersons, cashiers, and customer service represen-
tatives, given that these professions represent some of the
largest occupational groups in the USA (U.S. Bureau of La-
bor Statistics 2023).
Design of the Agent Avatars.

Prior work has demonstrated that individuals tend to per-
ceive conversational agent avatars as more ‘professional’
when they exhibit greater realism (Ring, Utami, and Bick-
more 2014). Consistent with common practice in existing
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Figure 1: Avatars of the virtual interviewer agent.

AVI tools, we employed highly realistic human-like avatars.
Figure 1 shows the avatars that were used across different
genders (female, male, and non-binary) and race (white vs.
black) conditions. It is important to note that non-binary
identity is self-defined and can vary widely; thus, our avatars
were crafted to be inclusive without necessarily adhering to
strict gender androgyny. Despite the different avatars, every
agent behaved consistently in the same way, speaking the
same dialogue with the same accent, nodding, smiling, and
making eye contact.

System Development
We developed a web-based AVI platform for virtual inter-
views. The system consists of the following components:
Voice Activity Detection (VAD) and Speech to Text.

To facilitate automatic turn-taking during interviews,
we implemented a real-time VAD based on Moattar and
Homayounpour (2009). This component utilizes an adap-
tive silence-duration threshold to discern speech cessation,
optimizing for varied response lengths inherent in different
question types. Longer thresholds account for situational-
behavioral questions and shorter ones concise screening
questions.

Transcription is performed using the Microsoft Azure
Speech Recognition engine.
Conversation Understanding and Management.

The two following modules manage the flow of the con-
versation:
• Spoken Language Understanding (SLU): Mapping tran-

scribed text to over 45 predefined intents.
• Dialogue Management: Essential for structured interview-

ing, this module ensures all requisite questions are posed,
updating the conversation state after each exchange to de-
termine subsequent actions/responses based on intents.
We integrated Google Dialogflow to utilize its advanced

intent classifier and dialogue management capabilities cus-
tomizing it with our dataset to refine conversational flows.1
Video Dialogue Response Selection.

Consistent with Rizi and Roulin (2023), which highlights
the benefits of visual feedback on social presence and in-
terviewee performance, our system uses the Synthesia plat-

1https://cloud.google.com/dialogflow/

form2 to create and store human-like avatar video snippets
for each dialogue.
Intelligent Video Player. This component assembles video
snippets based on the dialogue cues to form a cohesive narra-
tion. To address potential latency issues (Peng et al. 2020),
it includes conversational fillers and non-verbal cues (e.g.,
nodding, eye-blinking).
External Data Sources. Our conversational engine uses a
knowledge base and API to enrich context with candidate
details, job specifics, and interview questions. An AI model
generates relevant follow-up questions, creating a dynamic
and interactive interview experience.

Method
We conducted a randomized 3 (gender) × 2 (race) fac-
torial between-subjects study to explore the impact of
an AVI agent’s and the interviewee’s demographic at-
tributes on participants’ perceived fairness, social per-
ception and presence, privacy and emotional response,
and impression management tactics. Participants were re-
cruited from the online crowdsourcing platform Prolific3

and subsequently assigned randomly to one of six virtual
interviewer conditions: Black-Female, Black-Male,
Black-Non Binary, White-Female, White-Male,
and White-Non Binary. Following this assignment,
they engaged in the interview process.

This study received institutional ethics approval.

Participants
A G-Power analysis (Faul et al. 2007) determined that a sam-
ple size of 211 participants was required (f=0.25; α=0.05, 1-
β=0.8). To accommodate potential exclusions, we recruited
236 workers. Participation was restricted to individuals from
the US or UK with customer-facing job experience, a min-
imum approval rating of 95%, and consent to video record-
ing during a simulated interview. Twelve participants were
excluded for failing an attention check, and six non-binary
participants were excluded to address sample skewness.4

The remaining sample (N=218; 60 white male, 60 white
female, 55 black male, 43 black female) had a mean age of
35.4 years (SD = 8.75), with ages ranging from 19 to 66. Par-
ticipants were compensated at an hourly rate of USD $15,
and measures were taken to prevent repeated participation.

Measures

Our measure of overall AVI experience is comprised of
outstanding variables that were often explored from the pre-
vious literature. Table 1 shows the complete summary of
independent variables, dependent variables, and covariates
that we measured through pre- and post-study surveys.
Dependent variables. Perceived Fairness (PF) was mea-
sured using a 7-point Likert scale with questions adopted
from previous studies (Nørskov et al. 2020; Bauer et al.

2https://www.synthesia.io/
3www.prolific.com
4Note that only the data from participants were excluded from

the analysis, their compensation was not withheld.



Variable Types Variable Names Description
Independent
Variable Interviewer Agent Demographic (i) White-Male, (ii) White-Female, (iii) White-Non Binary,

(iv) Black-Male, (v) Black-Female, (vi) Black-Non Binary

Interviewee/Participant Demographic (i) Black-Female, (ii) White-Female, (iii) Black-Male (iv) White-Male

Dependent
Variables

Perceived
Fairness (PF)

Procedural
(3 questions) Fairness perception in the job interview process and methods.

Behavioral
(3 questions) Fairness perception of the organization’s hiring decision after the interview

Interactional
(4 questions) Fairness perception if the interview was conducted in a respectful and informative way

Social Perception
and Presence (SPP)

Perceived warmth
and competence
(4 questions)

Assess the interviewee’s perception of the interviewer’s friendliness and likability
(Perceived Warmth) as well as their competence (Perceived Competence)

Social presence
(4 questions)

Assess an interviewee’s comfort and perception regarding the interviewer’s social
presence, attention, and evaluative role during the interview.

Privacy and
Emotional
Response (PER)

Privacy concerns
(5 questions)

Evaluate an individual’s apprehension about maintaining personal privacy, the risk of
privacy invasion, and the potential misuse of private data in the context of an interview.

Emotional creepiness
(5 questions)

Assess the interviewee’s feelings of discomfort, unease, and fear during an interview,
indicating a sense of something being off or threatening.

Impression management
(IM)

Impression Management (IM)
(4 questions)

Evaluate how effectively an interviewee can present their skills, knowledge, qualities,
and use positive nonverbal cues during an interview

Covariates Affinity to Technology (ATI)
(9 questions)

Gauging their interest in engaging with, understanding, and utilizing technical systems,
as well as their desire to explore new technologies beyond just basic functions.

Measure of Anxiety in Selection Interviews (MASI)
(30 questions)

Four dimensions of anxiety related to job interviews: (i) communication apprehension,
(iii) concern about appearance, (iii) social discomfort, (iv) performance-related stress,
and (v) physical manifestations of anxiety.

Table 1: A list of dependent, independent variables, and covariates considered in our study.

2001; McLarty and Whitman 2016). This scale captures
domain-specific fairness through three dimensions of the
AVI agent’s procedural, interactional fairness, and behav-
ioral intentions.

Social Perception and Presence (SPP) was defined as a
compound measure that captures the interviewees’ stereo-
typical perceptions alongside their sense of the AVI agent’s
social presence. We employ a 7-point Likert scale across
four questions based on (Jung et al. 2022; Halkias and Dia-
mantopoulos 2020) to evaluate the interviewees’ views on
the interviewer’s perceived warmth and competence. Addi-
tionally, to quantify social presence — reflecting the degree
of social interaction within the interview setting — we in-
corporate four additional questions, also rated on a 7-point
Likert scale. Social presence captures the social interaction
aspect of an interview and has been used in the past as a key
metric in designing social robots/virtual AI agents (Liu et al.
2023; Lee et al. 2006).

Privacy and Emotional Response (PER): Asynchronous
interviews have been perceived as privacy-intrusive and
creepy (Roulin et al. 2023; Langer, König, and Krause
2017). We measured the perceived emotional creepiness and
privacy concerns through ten questions on a 7-point Likert
scale, adopted from Langer, König, and Krause (2017).

In the domain of personnel selection interviews, Impres-
sion Management (IM) has often been touted as a key behav-
ioral tactic that interviewees use to build rapport with inter-
viewer (Fletcher 1992; Roulin, Pham, and Bourdage 2023)
and has also been shown to affect interviewee performance
in an interview (Roulin et al. 2022). This scale was adopted
from (Basch et al. 2021; Tsai, Chen, and Chiu 2005) and

contains 4 questions with a 5-point Likert scale.
Covariates. Affinity to Technology (ATI): Research has
shown how people’s affinity for technology impacts their
judgment towards a new technology (Franke, Attig, and
Wessel 2019), and their perceived trust in an intelligent sys-
tem (Tolmeijer et al. 2021). We adopted and administered
the validated 9-item ‘Affinity for Technology Interaction
(ATI)’ scale, which participants completed before the main
interview session.

Measure of Anxiety in Selection Interviews (MASI): We
used a validated scale to measure an individual’s perceived
stress in the interviewing environment (McCarthy and Gof-
fin 2004b). MASI consists of five dimensions: Communica-
tion, Appearance, Social, Performance, and Behavioral anx-
iety. It was measured through a set of 30 questions consist-
ing of a 5-point Likert scale. This measurement was cap-
tured post-interview to not influence the psychological state
of participants during the interview.

Experimental Setup and Procedure
Participants entered our experiment via an interview plat-
form, where they were informed about the task and gave
consent for video and audio recording. They completed
pre-task questionnaires to provide demographic information
(gender and ethnicity), measure their affinity for technology
interaction (ATI scale), and assess their anxiety in selec-
tion interviews (MASI scale). An attention question was also
asked to ensure the quality of the response. Participants were
randomly assigned to interview with one of the six virtual
interviewer agents; 3 genders (i.e., Female, Male, and
Non-binary) X 2 race (i.e., Black and White). Infor-



mation about the virtual interviewers’ age, role, and gender
was standardized and displayed with their images. During
the live interview, participants interacted with the virtual in-
terviewer and completed a post-task survey afterward.
Statistical Analysis.

We first used a one-way ANCOVA to examine how inter-
viewer demographics affect interviewee perceptions. Next,
we explored how interviewee demographics influenced their
perceptions of the interviewer and identified any signifi-
cant differences across groups. We then conducted a me-
diation analysis using the Pingouin library in Python (Val-
lat 2018) to explore how interviewee’s perceptions of the
AVI agent’s Social Presence and Perception (SPP) mediated
key outcomes: Perceived Fairness (PF), Privacy and Emo-
tional Response (PER), and Impression Management (IM).
For this analysis, we converted user demographic data into
binary format, with 1 indicating a specific demographic at-
tribute and 0 for others. We adopted the mediation frame-
work by Baron and Kenny (1986), incorporating a bias-
corrected, non-parametric bootstrap approach (Efron 1987)
to estimate the indirect effect. All the analyses were adjusted
for the covariates and each analysis was conducted with all
sets of dependent variables. For all ANCOVA analyses, we
validated the normality assumption (Shapiro-Wilk test) and
homogeneity of variance (Levene’s test). If any of the as-
sumptions were violated, we performed the non-parametric
Kruskal-Wallis test and followed it up with a Games-Howell
post hoc test which does not require the assumptions of nor-
mality or homogeneity of variance to hold. If any significant
ANCOVA findings were discovered then they were further
explored through standard post-hoc parametric t-tests with
Tukey-HSD adjustments.

Results
Main Effect of AVI Agent Demographics.

Through a Kruskal-Wallis test, we found no significant
differences for Perceived Fairness (χ2 = 1.390, p = .92, df =
5), Social Presence and Perception (χ2 = 2.095, p = .83, df
= 5), Privacy and Emotional Response (χ2 = 2.050, p = .84,
df = 5), Impression Management (χ2 = 1.722, p = .88, df =
5), and Perceived Outcome (χ2 = 1.915, p = .86, df = 5)
Main Effect of Participant Demographics.

A Kruskal-Wallis test showed significant differences in
Perceived Fairness χ2 = 28.23, p < .001, indicating no-
table demographic effects. Post-hoc Games-Howell tests re-
vealed significant differences among groups: black females
(M = 5.94, SD = 0.78) vs. white females (M = 5.28,
SD = 1.0), t(100.24) = 3.71, p = .002; white females vs.
black males (M = 6.09, SD = 1.05), t(110.86) = −4.23,
p < .001; and black males vs. white males (M = 5.50,
SD = 0.98), t(110.19) = 3.15, p = .01.

We also found significant participant demographic in-
fluences on Social Presence and Perception χ2 = 34.25,
p < .001. Differences were noted between black females
(M = 5.39, SD = 1.17) vs. white females (M = 4.67,
SD = 1.18), t(90.88) = 3.06, p = .01; white females vs.
black males (M = 5.7, SD = 1.4), t(105.85) = −4.273,
p < .001; and black males vs. white males (M = 4.79,
SD = 1.14), t(104.24) = 3.81, p = .001.

Conversely, participant demographics did not influence
Privacy and Emotional Response χ2 = 0.78, p = .85. How-
ever, Impression Management, χ2 = 17.69, p < .001 was
significantly affected by participant demographics. The sig-
nificant contrasts were noted between black females (M =
4.09, SD = 0.66) vs. white females (M = 3.69, SD =
0.82), t(99.60) = 2.77, p = .03; black females vs. white
males (M = 3.68, SD = 0.83), t(99.86) = 2.78, p = .03;
white females vs. black males (M = 4.14, SD = 0.84),
t(111.58) = −2.94, p = .02; and black males vs. white
males t(111.84) = 2.95, p = .02.

Summary: We found a statistically significant differ-
ence between participants’ demographic factors on Per-
ceived Fairness, Social Presence and Perception, and
Impression Management. Overall, black male and black
female participants reported higher scores in Perceived
Fairness, Social Presence and Perception, and Impres-
sion Management in the overall AVI process, compared
to the white male and white female participants. How-
ever, there were no significant differences between the
perception of Privacy and Emotional Response.

Mediation Effect of Participant Demographics on
AVI Agent Perceptions
Research has emphasized the significance of an AI agent’s
perceived social presence in establishing trust (Gefen and
Straub 2004). Studies indicate that a heightened social pres-
ence can alleviate discomfort or “creepiness” in human-
AI interactions (Oh, Bailenson, and Welch 2018; Lukacik,
Bourdage, and Roulin 2022). However, increased perceived
humanness may also trigger eeriness due to the uncanny val-
ley effect (Thaler, Schlogl, and Groth 2020), potentially neg-
atively impacting the interview experiences. Therefore, we
investigated how an AVI agent’s Social Presence and Per-
ception (SPP) mediates interviewees’ perceptions, focusing
on Fairness (PF), Privacy (PER), and Impression Manage-
ment (IM) tactics. This contrasts with earlier analyses of in-
terviewees’ perceptions of the AI avatar’s demographic fea-
tures (e.g., race and gender). This experiment shifts the focus
to the socially constructed attribute (SPP) of the AI avatars.

Black Female Participants.
For black female participants, our analysis did not indicate a
significant impact of their identity on their social perception
and presence (SPP) ratings of the AI interviewer (B = 0.376,
95% CI [-0.05, 0.08], p = .088).
Mediation Effect on Perceived Fairness. Although we ob-
served a significant total effect on Perceived Fairness rating
(B = 0.351, 95% CI [-0.01, 0.68], p = .041), neither the
direct nor the indirect effects mediated through SPP were
significant (pdirect = .26; pindirect = .07), suggesting no me-
diation effect of SPP on fairness perception.
Mediation Effect on Privacy and Emotional Response.
No significant effects—total, direct, or indirect—were ob-
served on privacy concerns rating through SPP (ptotal = .63;
pdirect = .82; pindirect = .07).
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Figure 2: Comparison of statistically significant group-wise differences of participant demographics (Black Female vs. White
Female etc.) on key interview metrics: (a) Perceived Fairness (PF), (b) Social Presence and Perception (SPP), and (c) Impression
Management (IM). Subfigures (a, b, c) display mean scores for different demographic groups, with error bars representing
standard deviations.

Effect on Impression Management For black females the
role of SPP as a mediator on impression management (IM)
score was not significant, with a direct effect of (B = 0.1,
95% CI [-0.11, 0.31], p = .34), and an indirect effect of (B
= 0.151, 95% CI [-0.004, 0.30], p = .072).

White Female Participants.
Identifying as a white female correlated with a reduced per-
ception of SPP compared to other demographics (B = -
0.547, 95% CI [-0.928, -0.167], p = .005).
Mediation Effect on Perceived Fairness. The total effect
on Perceived Fairness was significant (B = -0.46, 95% CI
[-0.757, -0.163], p = .003), primarily due to a significant
indirect effect through SPP (B = -0.340, 95% CI [-0.586, -
0.150], p < .001), while the direct effect was not significant
(pdirect = .19). This finding indicates that social presence
and perception scores mediate fairness perceptions among
White female interviewees.
Mediation Effect on Privacy and Emotional Response.
The direct effect on privacy concerns was significant (B =
-0.417, 95% CI [-0.73, -0.10], p = .009), as was the indirect
effect through SPP (B = 0.210, 95% CI [0.08, 0.37], p <
.001); but the total effect was not significant (ptotal = .23).
Effect on Impression Management. A significant media-
tion was observed in the relationship between white female
identity and their utilization of impression management tac-
tics (IM), highlighted by a notable indirect effect through
SPP (B = -0.226, 95% CI [-0.38, -0.08], p < .001), with
both the direct and total effects being insignificant (pdirect =
.36; ptotal = .25).

Black Male Participants.
For black male participants, their identity was correlated
with a heightened perception of Social Perception and Pres-

ence (SPP) of the AVI agent (B = 0.764, 95% CI [0.37,
1.15], p < .001) as compared to other demographics.
Mediation Effect on Perceived Fairness. A strong media-
tion effect of SPP on perceived fairness was evident, with a
significant total effect (B = 0.487, 95% CI [0.18, 0.79], p
= .002) and a significant indirect effect through SPP (B =
0.480, 95% CI [0.21, 0.76], p < .001), although the direct
effect was insignificant (pdirect = .94).
Mediation Effect on Privacy and Emotional Response. A
significant direct effect on privacy and emotional response
was identified (B = 0.583, 95% CI [0.26, 0.91], p < .001),
along with a noteworthy negative indirect effect through SPP
(B = -0.310, 95% CI [-0.56, -0.14], p < .001), despite the
total effect being not significant (ptotal = .12).
Effect on Impression Management A substantial media-
tion of SPP on IM strategies was observed among Black
male participants, with a significant indirect effect (B =
0.317, 95% CI [0.14, 0.54], p < .001).

White Male Participants.
Identifying as a white male participant correlated with a re-
duced perception of SPP of the AVI agent compared to other
demographics (B = -0.480, 95% CI [-0.87, -0.09], p = .02).
Mediation Effect on Perceived Fairness. No significant to-
tal effect on perceived fairness was found (ptotal = .07).
However, a significant indirect effect through SPP was ob-
served (B = -0.302, 95% CI [-0.55, -0.08], p = .02), indi-
cating a mediation effect, although the direct effect was not
significant (pdirect = .0.8).
Mediation Effect on Privacy and Emotional Response.
The indirect effect was significant (B = 0.174, 95% CI [0.05,
0.36], p = .02) suggesting the presence of a mediation effect
of SPP on PER. However, neither total nor direct effect was
significant (ptotal = .8; pdirect = .3);



Figure 3: Effect of Participant Demographics on Social Pres-
ence and Perception (SPP): Coefficients represent the mag-
nitude and direction of the impact each demographic has on
SPP, highlighting how perceptions of social presence and
perception vary across different groups. Each bar represents
the effect size with corresponding 95% confidence intervals
depicted through error bars. Significant findings are high-
lighted with a star(⋆).

Effect on Impression Management. The total effect was
significant (B = -0.27, 95% CI [-0.52, -0.02], p = .03) as
was indirect effect (B = -0.19, 95% CI [-0.37, -0.05], p =
.02). But the direct effect was not significant pdirect = .4
suggesting the presence of a mediation effect through SPP.

Summary: For white female and white male partici-
pants, lower perceptions of the AI avatar’s perceived
social attributes (SPP) led to reduced fairness percep-
tions but improved privacy perceptions of the interview
process. They also reported increased use of impression
management (IM) tactics. For black male participants,
higher SPP scores enhanced fairness perceptions and
IM tactics but also raised privacy concerns. For black
female participants, mediation effect of SPP did not re-
sult in significant changes in their perception.

Discussion
In this study, we sought to better understand how demo-
graphic features such as the gender and race of an AVI agent
can influence the interviewees’ Perceived Fairness (PF), So-
cial Perception and Presence (SPP), Privacy and Emotional
Response (PER), Impression Management (IM). Addition-
ally, we explored how the demographic attributes of dif-
ferent interviewees impact the perception of an AVI agent.
These variables capture a nuanced view of the complex envi-
ronment of an AVI interview where both social interactions
and technological implications dictate an interviewee’s ex-
perience. We also conducted a mediation analysis to explore
how factors influencing interview experiences (e.g. PF, IM,
PER) are mediated by the social presence and perception
(SPP) of the AVI agents. In response to our RQ1, we discov-
ered that the demographic attributes of the AVI interviewer
agents did not markedly affect the participants’ perceptions
and responses. This contrasts with findings in the social psy-
chology field, particularly in face-to-face (F2F) interviews
with human interviewers, where differences are significant
and attributes like stereotype threats are prominent. Con-

versely, in addressing our RQ2, we found that perceptions
of PF, SPP, and IM varied notably across different partici-
pant demographics. Expanding on our findings for RQ2 we
consistently observed significant differences in perceptions
between black female and white female participants as well
as between black male participants and white male partic-
ipants regarding their evaluations of AVI agents (see Fig-
ure 2). This pattern suggests that the demographic factors of
the interviewee was a key determining factor. However, no
significant differences were observed in PER across any de-
mographic categories. These findings underscore the com-
plex interplay of personal identities in shaping user expe-
riences with such AI technologies. The pronounced differ-
ences among participant groups, especially across gender
and racial lines, emphasize the importance of considering di-
verse user perspectives in AI system design and implemen-
tation to foster equitable and inclusive user experiences.

Mediation Effect of Participant Demographics
Through our mediation analysis, we identified SPP as a me-
diator in the relationship between participant demographics
and their perceptions of AI-mediated interviews. Corrobo-
rating past findings (Oh, Bailenson, and Welch 2018) our
analysis elucidates the nuances that lie across different in-
terviewee demographics. This is evident in Figure 3 where
we can notice that the user’s race was a key indicator of
whether the participant had a heightened perception of the
AVI agent’s Social Perception and Presence (SPP).

Overall, we find that SPP has a positive mediation effect
on PF (see Figure 4(a)) and IM (see Figure 4(c)). A par-
ticularly interesting finding is the interaction between SPP
and PER (Figure 4(b)), marked by varying mediation effects.
Despite a negative correlation between SPP and PER, the
impact differed across demographics: White female partic-
ipants, without the mediation of SPP, exhibited lower PER
scores, which reversed when the mediation effect of SPP was
included. For black male participants, the oppsoite pattern
was observed. These observations suggest that customizing
AI systems to enhance social presence needs careful con-
sideration of demographic-specific needs and expectations.
This can significantly impact the interviewee’s privacy per-
ceptions and emotional response.

Design Implications
The differential impact of PF, SPP, PER, and IM across var-
ious demographic groups suggests the need for AVI sys-
tems to incorporate adaptive features. Customization should
extend beyond visual representation to include elements
like personality traits (Li et al. 2017) and conversational
style (Qiu, Gadiraju, and Bozzon 2020a,b), which influence
perceived social attributes such as SPP. By tailoring these as-
pects based on the interviewee’s demographic factors, AVI
systems can better align with the preferences of different
users, thereby enhancing the interview experience. Given the
heightened importance of perceived social attributes, we rec-
ommend design strategies that may adopt to demographic-
specific conversational cues that acknowledge the user’s
background (Sue 2013). This approach could make AI inter-
views more engaging and feel less transactional, promoting



Figure 4: Direct and Indirect effects across user demographics under the mediation of Social Presence and Perception (SPP).
Subplots (a), (b), and (c) illustrate the effects on Fairness Perception (FP), Social Presence and Perception (PER), and Impres-
sion Management (IM), respectively. Each bar represents the effect size with corresponding 95% confidence intervals depicted
through error bars. Significant findings are highlighted with a star(⋆).

a positive interview experience. However, while designs that
amplify social presence may be more effective for groups
that respond positively to such cues, a different approach
may be needed for those who find high social presence coun-
terproductive or associate it with a sense of eeriness.

Caveats, Limitations, and Future Work
Our study focused on the screening phase of the recruit-
ment process, a stage typically aimed at narrowing down the
applicant pool. The dynamics and participant perceptions
could differ significantly during the later stages of the hir-
ing process, which merit further exploration as concomitant
technologies continue to progress. Additionally, it is impor-
tant to differentiate real interviews from our crowd-sourced
experiment. In real interviews, the incentive is often to se-
cure a job offer, whereas, in our study, participants may have
not been driven by the same motivation (Draws et al. 2021).

One of our main findings indicates that user demographic
factors significantly affect perceptions of the AVI experi-
ence. Therefore, future studies could explore how adaptive
and customizable features can enhance these perceptions.

Additionally, future research can delve deeper into how
exactly the social perception and presence (SPP) positively
or negatively influence perceptions of fairness and the ease
of adopting impression management techniques, building on
our initial findings.

Lastly, while we present a unique outlook of AI-mediated
interviews through our study we note some important ethical
considerations while implementing such technology in prac-
tice. Our work takes the first strides towards advancing the
understanding of how AI agents are perceived as a result of
their race and gender in AVIs, to better understand how we
can reduce biases in AVI screening processes. However, de-
pending exclusively on AVI agents for interviews may result

in candidates experiencing dehumanization or feeling evalu-
ated solely through algorithmic assessments. We believe that
work in this realm should be embedded in a critical reflec-
tion of how human experiences in interview processes can
be augmented and improved and not simply replaced.

Conclusions
The impact of the interviewer and the interviewee’s race
and gender in traditional recruitment interview processes has
long been investigated in efforts to promote equity. With the
rapid adoption of asynchronous video interview (AVI) pro-
cesses, it is crucial to examine how these demographic fac-
tors influence outcomes in this new setting to inform design
decisions. Our findings from a 3×2 between-subjects facto-
rial study indicate that the gender and race of AVI agents did
not markedly affect interviewees’ perceptions. However, no-
table differences emerged among various user demographic
groups regarding their Perceived Fairness (PF) in the inter-
view process, Social Perception and Presence (SPP) of the
AVI agent, and utilization of Impression Management (IM)
tactics. We discovered that Social Presence and Perception
(SPP) mediates the relationship between participant demo-
graphics and their perceptions of the AI-mediated interview
process. The effects of SPP across different demographics
suggest that enhancing the social presence of AI interview-
ers requires careful consideration of the specific needs and
expectations of various groups to positively impact intervie-
wees’ privacy perceptions and emotional responses.
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