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Although AI systems have proved to be powerful in supporting decision making in critical domains, the underlying complexity and their poor explainability pose great challenges for humans to understand their working mechanisms. When humans make the final decisions supported by AI assistance, optimal team performance can be achieved if humans and AI can complement each other. Without appropriate interpretation about AI systems, users tend to overestimate or underestimate the effectiveness of AI systems when making decisions with their assistance. This consequently hinders users from achieving an optimal complementary team performance.

To promote appropriate trust and reliance on AI systems, researchers have proposed to generate explanations that can open-up the opaque box of AI decision making. Existing methods (e.g., feature attribution) have achieved partial success in improving human understanding of AI decision making. However, only a few works have reported an improvement with respect to appropriate trust or reliance on AI systems. Analogies, which can borrow commonsense knowledge and mental models from our daily experience, help people quickly comprehend new information and build mental models to deal with new situations. This paper argues that analogies can help explain statistical concepts pertaining to AI systems and the complex reasons behind AI advice, by using commonsense knowledge mastered by people. We argue that this can be particularly useful for laypeople or users who may lack subject expertise or an affinity with technology interaction. In such contexts, generating analogy-based explanations for AI systems has the potential to be an effective instrument in promoting appropriate reliance in human-AI decision making processes.
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1 INTRODUCTION

In recent years, AI decision support systems have been widely adopted in critical domains [13] — including medical diagnosis [14, 18], employee recruitment [10] and risk control in finance [6]. While AI systems have been proved to be powerful in supporting human decision making, it is still unclear how humans can appropriately rely on AI systems to achieve complementary team performance [3, 12]. Here, we refer to appropriate reliance as the notion of humans relying on AI systems when they are accurate (or more accurate than humans) and not relying on them when the systems are inaccurate (or less accurate than humans). Users in the real world, however, seldom know when their decision is an inaccurate one, nor do they easily determine when they need to depend on an AI system to inform their decision [3]. To facilitate fruitful human-AI collaboration, researchers have explored how to generate explanations for laypeople [8].
Their results show that both interactive explanations and “whitebox” explanations (i.e., that show the inner workings of an algorithm) can improve users’ comprehension.

In practice, it is common that laypeople do not have enough expertise in both AI systems and the application domain. To bridge such a knowledge gap, explanations can be provided to explain AI systems and domain-specific patterns. Designed under different principles, explanations can be tailored to specific audiences. To promote appropriate reliance on AI systems for laypeople, we need explanations which are characterized by both comprehensibility and a reasonable cognitive load. On the one hand, comprehension forms the basis for users to construct mental models about model behavior and performance. A mental model is “a hypothesis about the explained event’s history, specifically in a way which can generalize to other events” [19]. In general, laypeople can seldom understand statistical concepts and working mechanisms of AI systems, which are typically far beyond their knowledge. Thus, explanations should be simple enough to comprehend (i.e., only requiring commonsense knowledge to fully understand). On the other hand, if the explanations impose a large cognitive load on users, users may give up considering the appropriateness of relying on AI systems. As a result, users tend to perform more randomly and show inappropriate patterns of reliance (over-reliance and under-reliance) with a higher probability [5, 28].

An analogy can be interpreted as a structural mapping of a target domain that is to be clarified, onto a source domain which the recipient of the analogy is more familiar with [16, 17]. The aim is to facilitate inferences about the target domain by allowing the recipient of the analogy to make them in the source domain, and then map them back onto the target domain. This clarification of the target domain only works if the mapping between the two is sufficiently accurate regarding the features of the target domain that are meant to be elucidated by the analogy. As a simple example, one might elucidate the urgency of filling a job vacancy by saying ‘it is as urgent as ants in a hot pan.’ As the recipient is likely to know that ants would feel an elevated urgency in a hot pan, such an inference on the target domain can result in an understanding that filling the vacancy is extremely urgent. Similarly, one might elucidate how dangerous a job is by saying ‘it is like treading on thin ice.’ As the recipient is likely to know that treading on thin ice can be dangerous, an inference on the target domain can be drawn such that the relevant job can also be dangerous. With analogical inference, users can interpret new information with familiar concepts. Furthermore, such an analogy can also borrow the mental models of users from their experience of dealing with familiar concepts to reduce their cognitive load. Thus, we argue that analogies can satisfy the comprehensibility needs of laypeople without adversely increasing their cognitive load.

In this work, we make a case for using analogies to explain AI systems and help laypeople collaborate with AI decision support systems more effectively. We argue that analogy-based explanations promise to be an effective avenue to promote appropriate reliance on AI systems, and synthesize promising directions for further research.

2 USAGE AND RATIONALE

Analogies can be used to elucidate statistical concepts pertaining to AI systems and explain the causality behind their decision making process. Prior works have partially supported such usage of analogies. With analogy-based explanations, humans can draw inferences from their existing knowledge and experience to aid their understanding of AI systems [7]. Such inference reduces the cognitive load of users, and also helps build appropriate mental models for reliance on AI systems [25]. Figure 1 illustrates how analogy-based explanations help interpret the statistical concepts and causally explain AI system behavior for users.
Fig. 1. This illustration presents our understanding of the working mechanism of analogy-based explanations on statistical concepts (e.g., global accuracy) and the overall behavior of AI systems. The orange colours represent elements in a user’s everyday observations and their constantly evolving mental model of the world, based on their experiences of the world. The blue colours represent elements pertaining to interactions and experiences with AI systems. In general, people build a powerful mental model of the world to interpret observations in daily situations. Along with interpreting more observations of the world, such mental models get updated. With the aid of analogical inference, people may build up a new mental model of an AI system based on their existing mental model of the world. They can interpret AI systems and update both mental models after that.

2.1 Elucidating Statistical Concepts

When users make decisions under the support of AI systems, there are many statistical concepts to elucidate (e.g., system performance and potential impact).

Local confidence scores and global performance measures are widely used to assess system performance. Most machine learning models are trained, tuned and evaluated with training, development and test set respectively. To assess the global performance, evaluation metrics (e.g., accuracy, NDCG [20]) on the test set are always reported along with AI systems. While such evaluation metrics are widely used by researchers and developers, laypeople may have difficulty in understanding them to build mental models [2] of system performance. Without a proper mental model about AI systems, laypeople may feel confused about AI systems and even be misled to make mistakes on cases that they are capable of dealing with. As a result, they may overestimate or underestimate AI systems’ effectiveness [2], which in turn can hinder them from relying on AI systems appropriately when making decisions. For example, laypeople may find it difficult to interpret how often they should rely on AI systems when presented with system accuracy or other performance metrics [26]. However, most of laypeople should be familiar with weather forecasts. When leveraging such an analogy to explain the system accuracy, for instance, “the AI system is as accurate as a 5-day weather forecast”, laypeople can leverage their mental model of weather forecasts to inform their reliance on the AI system. Similar to global performance measures, users rely on local confidence scores to assess AI system trustworthiness locally (i.e., at the level of each decision). In some high-stake decision scenarios (e.g., recruitment, loan), it is very important to ensure human decision makers are aware of the risks behind each decision. In prior works, analogies have been found to be effective tools to improve risk perception [4] and help patients understand medical statistical concepts (e.g., effectiveness of preventive medical treatments) [15].

Analogies can also be used to illustrate the potential impact of AI systems, such as fairness, strengths and weaknesses. The accurate description of such abstract and complex concepts, for example statistical data distribution shifts [9], goes
beyond the general know-how of laypeople. Although laypeople may find it difficult to easily understand such niche concepts, they master commonsense knowledge and build mental models to deal with everyday concepts that surround us. If some everyday concepts (e.g., the dynamics of visitor numbers in different seasons, or the menu at a vegetarian restaurant) share similar properties with target concepts of AI systems (i.e., data distribution shifts), laypeople can understand that AI systems can not deal with out-of-distribution data samples just like a restaurant may not be able to provide a dish out of the menu. In this sense, analogies can provide a vivid understanding drawn from commonsense knowledge and mental models of dealing with daily concepts.

2.2 Explaining Causality of AI Behaviors

To illustrate the causality behind AI decision behaviors, the explainable artificial intelligence (XAI) community has put great efforts into model-agnostic approaches, like SHAP [21] and LIME [24], which show salient parts of input as explanations. Prior works have leveraged such approaches to compare and contrast AI system behavior with human understanding of different tasks [22, 27]. However, it still requires some domain expertise to connect such salient parts of input and understand AI decision making processes. Analogies can provide concepts and relations that laypeople are familiar with to bridge such expertise gaps and aid understanding. In this sense, analogies can be a potentially powerful instrument to help laypeople understand AI decision making processes and rely on AI systems appropriately.

For example, in loan approval tasks, consider a case where an explanation for a decision highlights the following features corresponding to a loan applicant – [age: 48, salary: 2000 USD per month, owner of a large house in an urban area, and having no credit history]. However, laypeople may still feel confused to connect such highlighted features to a decision of rejection. In such a context, an analogy-based explanation that reads as follows can be effective – ”It is strange that the applicant of age 48 has a large house in an urban area. According to their salary, they cannot afford such a house without any credit history. It is like finding one who never received any formal education solving an extremely complex and world famous puzzle in mathematics.”

Following the theory of mind literature, Jacovi et al. [19] establish a framework to describe the concrete information that humans comprehend from explanations. They argued that effective explanations should be coherent and complete to establish a coherent mental model. While it is hard to build a new coherent mental model, analogies may be a practical and effective way to borrow mental models in dealing with similar contexts from experience.

3 DISCUSSION

To our knowledge, analogies can play an important role for laypeople to understand complex AI systems. For statistical concepts (e.g., global accuracy, local confidence score, impact of AI systems), analogies can improve risk perception and aid understanding. For local decision behaviors, analogies are able to translate complex causality behind AI advice into commonsense interplay mastered by laypeople through their real-world experiences. Besides improving understanding of statistical concepts or complex causality, analogies also reduce users’ cognitive load [25], which creates a friendly environment for humans to collaborate with AI systems. Furthermore, it contributes to building up coherent and complete mental models to deal with AI systems efficiently from experience [1]. Such functionalities make analogy a potentially powerful method to promote appropriate reliance for laypeople or users lacking domain expertise, while interacting with AI systems.

It is important to also consider the limitations of using analogies to improve appropriate reliance. To ensure that analogies are beneficial to both enhancing understanding and reliance behaviors, there are two prerequisites: (1) the source domain of analogy-based explanation should be able to characterize the target domain (e.g., statistical
concepts) [16], and (2) users should be familiar with the source domain [11] and not be biased with respect to it [23].

If the source (analogy) domain cannot faithfully capture the characteristics of the target domain, analogies provide misleading information which hinders appropriate reliance. Suppose users were provided with an analogy-based explanations which goes against their belief or preference, it is inevitable to generate biased decision behaviors and negative feedback. In the use cases we considered (cf. Section 2), users are not good at understanding statistical concepts of AI systems and the causality that drives the behavior of AI systems. If the task is easy enough to comprehend for laypeople, using analogies may not work as expected – as opposed to enhancing users’ understanding and reducing their cognitive load, they may only serve to increase the cognitive load without effecting users’ understanding. Despite these limitations that can constrain the usage of analogies, utilizing analogies to promote appropriate reliance is supported by theories and observations from existing works, and we argue that this line of research deserves further exploration.

4 OPEN RESEARCH QUESTIONS

We should consider how user factors (e.g., preference, familiarity, experience) and task factors (e.g., complexity, expertise requirement) can affect how humans perceive the role of analogies in interpreting AI systems. There are several promising research directions for the imminent future, that can help us understand and explore the extent to which analogies can be used as an instrument to promote appropriate reliance on AI systems in the context of human-AI decision making. We aim to tackle these research gaps through empirical work, and present a brief synthesis below:

- How can user factors and task factors affect the perception of analogy-based explanations? Do these lead to biased decision making processes?
- How can we find appropriate commonsense source domains (i.e., everyday concepts that users are familiar with) to explain the target domain (i.e., statistical concepts or causality)?
- How can we efficiently generate analogy-based explanations? Can we use human-in-the-loop approaches to improve the quality of analogies thus generated?
- How can we leverage analogy-based explanations to achieve personalization and promote appropriate reliance in human-AI interaction?
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